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INTROnUCTinN 

Induction In sclenc*» has heen unH^rstoor« to *»nconpass many different 

levels of tasks, from theory construction as performed hy Einstein to 

evervday non-derluct I ve Inferences as made hy scientists looking for 

explanations of routine data.  For the most part. It Is not well 

defined however one unHrrstands It (a notahle exception heln^ 

statistical Inference).  Although general statements can he made ahout 

non-deductive Inference, It Is unlikely that there exists one general 

"Inductive method" that *ul''es sclfntl^lc Inferpnce at all levels. 

^Jor Hoes It seem likely that a method of scientific Inferonce at any 

one level can succeed without recourse* to task-sped flc Information, 

that Is, Information specific to the particular science.  Within 

these assumptions we are exploring an Information processing model of 

scientific Inference In one discipline. 

A unifying theme In our explorations Is that Induction is efficient 

selection 'rorn the domain of all oosslhle answers.  Previous papers 

on the "eurlstlc DFNnRAL Program (1) have advanced this thenr with 

respect to hypothesis formation In routine scientific work.  Recently, 

we have heen exploring this theme with resoect to the hlrher-order 

task of finding general rules to explain lar^e collections of data (2) 

This paper extends the previous work to the task of finding rules for 

suhrlasses of ohjpcts, »Iven empirical data for the objects hut 

without prior knowledge of the numher of suhrlasses or the features 

that characterize them. 
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THF TASK ARFA 

For reasons Hlscussed previously (?), the task area Is mass spectrometry, 

a Sranch of organic chemistry.  The rule formation task Is to find 

rules that characterize the hehavlor of classes of molecules In the 

mass spectrometer, riven the mass spectrometrIc data from several 

known molecules. 

The chemical structure of each molecule Is known.  The data for each 

molecule are a) the masses of various molecular fragments produced from 

the electron homhardment o^ the molecule In the Instrument and h) the 

relative abundances o* fragments at each mass.  The data for each 

molecule are arran^d In a fraRment-rvss tahle (FMT), or mass spectrum. 

Typically, there are 50-100 data oolnts In one FMT.  The task Is to 

characterize the experimental hohavlor of the whole tla',s of molecules. 

Pules which characterize the hehavlor of the molecules are represented 

as conditional sentences In our system.  The antecedent of a simple 

conditional rule Is a predicate which Is true or false of a molecule 

(or class of molecules); the consequent Is a description cf a mass 

spectrometrlc action (henceforth "process") which Is thought to occur 

when that molecule Is In the experimental context.  We have irtmed 

these rules "situatlon-^ctIon rules" (or "S-A rules").  The rule 

syntax has heen descrlhed previously (3) and Is not critical to an 

understanding of the rresent paper. 

.^u .„M 
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An fxampli» of a rule, rrwrltten In Pneillsh, Is: "IP the praph of the 

nolecule contains the estrogen «^eleton, THfM HrraW the honds hetw^en 

noHes laheleH n-17 imH lU-lS." Tht«; process (thp consequent of this 

rule) Is naneH hRKm. In Tahl#» I. The «»raph of the estrogen skeleton 

mentloneH In the antecedent Is shown with the conventional node 

nunherlnf? isi Figure 3. 

Th« rules will He used In the Heuristic OFMDPAI. performance prnp;ram 

to Heternlne the structure of compounHs, reasoning from the nass 

soectrometrlc Hata of eacH.  They are also of use to chemists 

Intoresterl In extenHtnp; the theory of mass spectrometry. 

nvrwviFW OF MFTHCD 

The rule formation program contains three major suh-pro^rams, which 

are Hescrlhed below unde" the heaHln<»s Oata Interpretation, Process 

Selection, and Molecule Selection.  The control structure for the 

overall program Is described after the discussions of the three 

major suH-pror.rams.  A hrl^f overview of the whole program will be 

tlven flrst, however. In order to set the context. 

The ,>uroose of the program Is to find the characteristic processes 

which determine separable subclasses of molecules »Iven the experimental 

-'ata an'* molecular structure of each molecule.  The overall flow of 

the program, as described below. Is shown In Figure 1.  The three 

major steps are to reinterpret the experimental data as molecular 

t- ~-~. MM 
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Processes, flnH thp .haracter I st Ic nro-psses for the ^Iven molprulp«;, 

and select the set of nolecules that are MwH1-bphaved" with re^arH 

to thf» characteristic processes.  The re Int^rpretat Ion of the data Is 

Hone once for each molecule In the whole set, and th»» results are 

summarized once.  The second and third suh-pro^rams are called 

successively until they Isolate a well-hehaved subclass of molecules 

and determine the processes which characterize their hehavlrr.  The 

monitor then subtracts the well-behaved subclass from the starting 

class of molecules, anH repeats the successive calls to the second anH 

third subprograms.  The whole program stops when there are N or few*»r 

molecules not yet In some well-behaved subclass.  (For now, N«3.) 

The data Interpretation program has been Hescrl^ed previously with 

some aspects of t^e process selection program (3).  The molecule 

selection program and class refinement loop In the control sequence 

are new additions. 

DATA INTFPPRFTATION 

As mentioned above, the ourpose of the data Interpretation and summary 

program (INTSUM) Is to reinterpret the experimentally determined data, 

the P'T, for each molecule and summarize the results.  Because the 

program has been described previously (3), details will be omitted 

here.  It should be noted that the successful application of this 

program to a sub-class of estrogens has already bee.i reported In the 

chemical literature («♦).  The INTSUM program Is general In that It 

■— m ----- M«M 



wfll work on FMT's tor any class of molecules with a comnon skeletal 

^ranh anH 't Is ^lexlhle In that tho knowle^re use'l hy the program Is 

easily chanpie^ and there are numerous ontlons control 1 Ini? the operation 

of the program. 

The IMTSUM proRran Is calleH with the Initial set of molecules and 

their FMT's.  It Is also ?Iven the p:raph structure of the skeleton 

common to all molecules In the Initial set.  Th* first step Is to 

search the space of all posslMe processes which could explain data 

points In ehe FMT of any molecule with the ^Iven skeleton.  The space 

of explanatory processes Is comhlnatorlal; slrple processes that cut 

th«! »»ranh Into two fragments are generated first, followed by pairs 

o* simple processes, triples, and so on.  The heuristics listed below 

constrain the search: 

SlfHOlletty (Occam's Razor) 

If two or more processes explain the same data point, prefer the 

simpler one. I.e., the process Involving fewer simple steps. 

Chemical Constraints 

(a) Break no more than NB bonds In any process, whether simple or 

multi-step (NB-5 In our current version); (h) Do not allow any process 

to Sreak two bonds to the same rarhon atom; (c) Do not allow a frarment 

to contain fewer than NA atoms (NA-5 currently); (d) Do not allow any 
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process to contain more than MP slnple processes (NP»2 currently); (e) 

Pre?k only single honHs (no Houhle or triple hor.Hs). 

The heuristic search produces a list of plausible processes without 

reference to the Hata.  The second step of the INTSUM prorram Is to 

Heternlne for ea-h oroceVJ and each FMT whether there Is evidence for 

the process In the PMT.  If so# then that process can explain the data 

point and the strength of the evidence Is saved.  The final step Is 

to -urmarlze for each process and all molecules the frequency, total 

strength of evlder:» and numher of alternative explanations.  frequency 

for a f^lven process Is the percentage of all molecules that have evidence 

for the process.)  These statistics are passed to the process 

selection program. 

PPOPFSS ^FLFCTION 

The process selection program chooses the most characteristic processes 

for the e:Iven class of molecules from the list of a priori platislhle 

processes that are output hy the INT5UM program.  It assumes that the 

molecules slven to It are all In one well-hehaved class.  Thus, It can 

merely filter the list of processes to find those which satisfy the 

criteria for characteristic processes. 

A process mentioned In a rule statement must satisfy several criteria 

In order to he counted as a characteristic process for the molecules 

under consideration.  The INT<;(JM program provides a summary of 
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statistics ^or the plausible processes It has chosen fron the roace of 

all processes.  The process selection program appllps heuristic 

criteria to sort out the most likely processes and to distinguish 

amon«» alternative explanations, when alternatives remain.  It uses 

the Information from the ^ata for filtering In contrast to the a 

priori filtering In the INTSUH program.  For exanple, an a priori 

simplicity criterion filters out processes that hreak too many honds. 

The criteria for Mnor.t likely processes" — frequency, strength of 

evidence, and r(e(?ree of uniqueness — are discussed below.  To a larp:e 

extent the choice of these criteria and particularly the choice of 

oarameter settings are arbitrary.  Ho.ve pr, the following discussion 

provides some rationale for our choices. 

Prequency 

If nature presented clear and unambiguous data to us we could expect 

all and only characteristic processes for a class of molecules to 

occur mo* of the time.  This Is what v/e would like to mean by 

'characteristic* process.  However, the data contain noise and, more 

Importantly, we are *orced to Interpret the Hata In terns of processes 

that we construct.  Thus, In the literature one finds discussions of 

exceptions to rules together with presentation of the rules.  A low 

freauency threshold (fifl*) Is used as a criterion for plausible process 

Instead of a hl^h one because the marginal processes which arc Included 

at one steo can he excluded at a later refinement step If they prove 

to be uncharacteristic of a class of molecules. 
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Str<»nrth of Evidence 

The program consHers the strength of evidence found for each process, 

hesMes the frequency of molecules that show the process.  Associated 

with each fra^nent mass In the experimental data Is a measure of the 

percent of total Ions (or Ion current) contrlhuted hy fragments of 

that mass.  (The evidence from mass spectrometry Is not mtrely hlnary# 

I.e., yes/no, although we have considered It that way In the past.) 

The total Ion current *or any molecule can he visualized as the sum of 

all y-values In a har graph In which the ».-values represent fragment 

masses.  The strength of evidence *or a process, then. Is the percent 

of the total of all Ion currents (for all molecules) that can he 

explained hy the process.  The present "alue of this parameter Is 

n.OflS, I.e., n.S* of the data must he explained hy any process that 

will he said to he characteristic of the given molecules. 

There may he much Information fn the weaker data points, hut until we 

can Interpret the strong signals, we do not want to sta.t looking 

critically at the weak ones.  This Is v/hy we have a str-n^th of 

evMence threshold (although In our trials we have kept It fairly lov.O. 

Degree of Uniqueness 

The program will discard processes that cannot uniquely explain at 

least n ^ata prints for each molecule.  The rationale hehlnd this 

criterion Is that processes that are always (or often) redundant with 

_ 
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other processes have no explanatory power of their own.  In spite of 

the Intuitive appeal of this criterion. It was not used for the trials 

reported here In which molecule selection Is coupled with process 

selection.  For process selection alone. It Is a useful filter. 

These three criteria  liter the processes to provide the characteristic 

processes for the no'ecules c:lven to the pro-ram.  However, the 

processes may still -»verlap In the data points that they explain.  If 

two (or more) processes are amhUuous, I.e., th^y explain most of the 

same data oolnts, the program tries to resolve the amh|>»ulty In favor 

of a single explanation.  This Is not easy, frr the competing 

explanations have all passed the tests for "most llkel, processes" 

Just discussed.  Thus, they all appear «^ooH enough to he mles on their 

own. 

The resolution of amhlp:ultles among processes Is made according to 

relative values of the criteria used to Judge them likely In the 

first place.  That Is, the values of frequency, strength of evidence 

and degree of uniqueness are compared - In any order • to determine 

which process Is preferred. If any. 

MOLECULE SELECTIDN 

Molecule selection, hy Itself, Is a simple program whose purpos.« Is to 

flnH ^ suhclass of molecules that are "wel1-hehaved" with respect to 

a set of processes.  Its Inputs are (a) a class of molecules and (h) 

■ 
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a set of nrocnssps that are character!stIr of those molecules (output 

of the process selection pro^ran just HescrtSed). 

The processes that are chosen as roughly characteristic of a clas* of 

molecules are used by the molecule selection program to refine the 

pxtenslon of the class.  Several processes will each have a few 

exceptions - the numher permitted depending on the frequency threshold 

used hy the program.  Rut If the same molecules appear as e:<coptlons 

over and ove  ap:aln (for several processes) then they probably do not 

belong In the same subclass with the molecules whose behavior ts 

chararterl^ed hy those processes. 

A molecule Is s-id to bf» wpll-bphaved with respect to a set of 

processes (rr .vel 1-behaved) |f ft shows evident for at l--st M» o^ 

the processes.  The current value of MP Is 85* of the number of 

nrocesses In th-» set.  Currently this Is the only criterion used to 

Identify members of the subclass^ although other features of the 

molecules could also be used for clustering.  Por example, the 

structural features of chemical molecules could also help classify 

noltCtll«! which "belonR" tORP'rher.  The reason descriptive features 

such as these are not used during molecule selection Is that they 

constitute a «jood check (by chemists) on the adequacy of the results 

of the molecule '-eparatlon procedure. 

roMTnni sTPurTURE HF THI RULE FORMATION MONITOR 

The overall   ^low of  control   has  been  briefly  described  and  dla^ramme'4 
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In I lp:ur« 1, arM tNe thrp» najor components of the whole program have 

heen dlscusseH.  The Interaction between process selection anH molecule 

selection Is the last Innortant detail Ir. the description of the 

program.  It Is shown schematically In Figure 2 and selected portions 

of Intermediate output are show-« In Tahlr ||. 

After the INTSOM program Interprets anH summarizes the data for a set 

of molecules^ the process selection program Is asked to find a set of 

processes that characterize those molecules.  However, process 

selection starts with the assumption that the molecules should b*> 

characterized all together. I.e., that the molecules are homogeneous, 

or helong In one class with respect to mass spectrometry.  The purpose 

of the rule formation monitor, and the molecule selection program In 

particular. Is to  emove the necessity of working within this 

assumption.  Recause a class of molecules has a common skeleton, there 

Is reason to helleve that they are homogeneous (with respect to mass 

sprictronetry processes).  Wut this Is not necessarily true.  Many of 

the molecules whose struct ires contain the graph common to estrogens 

(e.g., the equllenlns discussed with Tahle II In the Pesults section) 

fal  to exhibit hehavlor that Is characteristic of most estrogens In 

the mass spectrometer. 

The monitor begins with the Null Hypothesis that the Initial set M 

of molecules Is homogeneous with respect to all the relevant processes 

given as Input.  With the process selection program U finds plausible 

D ocesses that roughly characterize the whole class of molecules.  It 

11 
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attempts to conffrn the hypothesis hy flnHI,-;» the subelatl S o^ 

molecules that are wel1-hehaveH for those processes.  If this subclass 

S Is the sane as the Initial set M, then the assumption of homogeneity 

Is taken to he true.  In that case, there Is no proper subset to be 

separatert. 

When the subclass S Is Hlfferen*: from the startl i^ class M, however, 

the program loops back to process selection as shown In Figure 2. 

This figure shows the procedure *or producing one homogeneous subclass 

of molecules (and the characteristic processes for the subclass); this 

procedure, rule formation. Is Itself used repeatedly In the main 

program as shown In Figure 1. 

The Inputs to the rule formation procedure are (a) the set PP o^ 

relevant processes and statistics for them, viz., the output of IMTSDM, 

and (h) a class N1 of molecules, where M* Is Initially the same as the 

entire class of molecules, M# «riven to INTSIW.  M* Is used to keep 

track of the best refinement of M so far. 

The process selection program selects a set of processes P from RP In 

the manner described above.  P characterises the class M', Insofar 

as M' can be characterized at all.  The criteria for characteristic 

process can be made more restrictive If the class Is known to be 

homoReneous (e.^., frequency > 'ISS!).  In this case, however, the 

loose criteria listed above are used (e.*., frequency > 60^) In 

order to allow many exceptions to the "characteristic" processes. 

12 



The nnlecule selection Drmrram selects a subclass of rnolecules S, 

from M', that are hest characterized hy the procpsses In P.  The 

subclass S Includes niodeciilps that show evidence for most (85?; or more) 

of the processes In P, ?!nd excludes molecules that are exceptions to 

many.  Thus S Is at least as well behaved as M« with respect t(. .,. 

And since the two measures of selection are not perfectly complementary, 

S Is likely to be b»tter behaved than M' with respect to P.  (If 

molecule selection uses less restrictive measures than process 

selection, then S will be less well behaved than M' and the procedure 

will fall except when the Initial set of molecules Is homogeneous.) 

One Interest In?: part of the procedure Is that after processes are 

selected, ALL of the molecules are reclasslfled with reRard to the 

number of times they appear as exceptions to the processes.  This Is 

shown In Figure 2:  at step 2 of each level all molecules In the 

Initial set, M (not M' or S), are tested against the processes.  Thus, 

a molecule can be excluded at one level (because It Is an exception 

to too many o* the processes at that lew*-:), but be Included again at 

another level for a slightly different set of processes. 

The condition under which we want the program to stop Is that the 

subclass S of molecules after an Iteration Is the same as the class 

M' from which the Iteration started (condition 1 In Figure 2).  In 

other words, under this condition the program has found an S and a 

P such that P characterizes S (S-M1) and S Is well-behaved with 

respect to P.  The subclass S Is taken to be homomenaous, and the 

13 
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processes In P ran he taken to he mass spectronetry rules for 

no1*ciiles In S. 

The refinement level In F|RurP 2 li the numher of ttewa the oroceHure 

has heen Invoked In tryln« to find one hono^eneous subclass of 

noleci.les.  The second of the stopping conHltlons tests whether the 

refinement level Is equal to an arbitrary maximum, which Is currently 

3.  This condition Is necessary to avoid an Infinite loop In the case 

where the program can find no subclass 5 that Is homogeneous with 

respect to P.  The level 3 has been observed to produce fairly 

acceptable results:  after three Iterations through this loop, the 

subclass S Is about as refined as It will Ket.  After more Iterations 

the procedure appears to oscillate In that molecules added to S In 

one Iteration are subtracted from «^ In a later Iteration.  ftijf 

experience Is very United.  krause there Is no guarantee that the 

procedure converges, however, some stoppln* conHttlon like the 

maximum refinement level Is necessary. 

The last stoppln* conHftlon shown In Figure ? tests whether there are 

enough molecules In the subclass to warrant further refinement.  If 

there are fewer than an arbitrary minimum number (-3) of molecules In 

?, then further refinements will be unreliable.  This minimum Is not 

completely arbitrary, since It depends to some extent on the frequency 

measures used In process and molecule selection.  But, Inf.ltIvely, 

when the number of molecules In S Is small there Is little value In 

breaking S up Into subclasses anyway. 
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As shown fn thm  overall flow Hfa^ram, Figure 1, after the first major 

subclass (S) has been deflnerl, all molecules In S are removed from 

any further conslfVratIon hy suhtractlnfr them from M.  The entire 

procedure Is then repeated with the new M.  It stops only when there 

are so few molecules left In M (3 or fewer) that process selection is 

unreliable and molecule selection appears pointless. 

The output of the whole program now Is merely the collected set of 

outputs from all Iterations, viz., thr collected S,P pairs, as shown 

In Figure 2.  Future work will focus on automatically »eneral Iz Int? 

the descriptions of the molecules.  This Is now done by hand, except 

when the Initial class M Is homogeneous - then the generalized 

description Is the common graph structure. 

PFSIILTS 

The IMTSIJM program alone has already provMed useful new results for 

chemists, as reported In the chemical literature (U).  The process 

selection program, working with output from INTSUM (but without 

molecule selection), has successfully found sets of characteristic 

processes for a wel1-understood class of molecules (estrogens. 

Figure 3) and for classes whose he! %vIor Is still under Investigation 

(e.g., equllenlns, progesterones, m Ino acids).  For k7  estrogens, 

which were assumed by both an expert and the program to he In one 

class, rules found by the program agree closely with rules formed by 

the expert from the same data.  (This result Is not shown In a table. 
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»Hit ttM conpartson with eh« expert's rules looks much Itk« that shown 

»n Tahle I.)  Fxpert chemists have made suggestions for Improvements, 

hut were generally In agreement with the processes selected hy the 

program. 

The rule formation program with molecule selection has heen tested on 

several sets of molecules.  The results of running the program on a 

set of 15 estrogens (a suhset of the «»7 mentioned ahove) are shown 

In Tahle 1.  The program separated two of the 15 compounds Into a 

second class hecause they were not as well hehaved as the rest - they 

were exceptions to ahout 20* of the characteristic processes.  However, 

the chemist thought the separation was reasonahle.  The processes 

selected hy the program are shown with Indications o^ th^ discrepancies 

hptween the program's choices and the chemist's.  The discrepancies 

nostly arose from the program's applying n|ffPrent criteria to select 

one process from vlaMe alternatives.  Tahle II shows the success of 

the molecule separation part of the program vshen rule formation was 

done on data from 19 non-homogeneous estrogenIc steroids.  The major 

suhclass of chemical Interest ?• ine set of 5 equllenlns which are 

Identified hy common modifications to the skeleton shown In Figure 3. 

The structural properties were not used hy the program although the 

chemist did classify the compounds hy such features.  By selecting 

well-hehaved subclasses of molecules the program «roupe-' four or five 

"equllenlns" (molecules M, 8, in, 19) anH ^\   three '^-acet^tes" 

(*3, 11, 1R) in the Mrst suhclass.  "Ihe *|fth »qullenln (#2) was 

removed from that suhclass on the last reflnemem because It was an 

16 
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exception to ^ of q charnrter1stIc processes used to determine the 

suSclass, 

In the third Iteration shown In Table II, the pro^r^n grouped three 

of the chemist's four "3-henzoatesM together (molecules #12, 13, 1U). 

In the fourth Iteration It grouped together the chemist's two 

"dlacetates" and one "triacetate" molecules #9, 15, 16).  Two Iterations 

produced subclasses with only two momhers - when put together they 

encompass two M17-acetates" (#1, 17), one "17-henzoate", and one 

"Kamma-lactone" (#5).  The two molecules remaining unclassified at 

the end of the procedure were the last "enullenin" (molecule #2) and 

the last "3-henzoate" (#fi). 

CONCLUSIONS 

BullHInR an Information pr^c-ssln^ model of scientific reasoning In 

mass spectrometry, although not completed, has already led to 

Interesting and useful results.  The modH Incorporates heuristic 

search In process selection.  The procedure for selecting molecules 

can he thought of as a planning procedure Insofar as It reduces the 

problem of formulating rules for a class of diverse molecules to a 

number of smaller subproblems, viz., formulating rules for smaller 

classes of well-behaved molecules.  Mow.ver, the molecule selection 

procedure Is highly dependent on process selection, as described In 

detail. 

17 
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Th« Inconpl^teness of the prcrran as a model of the entire rule 

fornatlon oroceHure should he reaHfly apparent.  We have not 

^escrlherl anything that approximates confrontation of rules with new 

data, for example.  «<ut as the results section InHlcate^ the pror.rar 

can separate siihclass#»s of well-hehaveH molecules and can find 

characteristic processes for the suhclasses with .»nouRh accuracy (on 

a few examples) to (»aln preliminary acr stance hy an expert In the 

Held. 
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PlKurp 1.  OVERALL FLOW OF PULE FORMATION PROGRAM 

No 

INPUT:  List of »lolftcul*» - Oata Pairs 
I 
I 

PROOI^M:  INTSUM - Data «nterpr^tatIon anH Summary 
I 
I 

 -->   I 1st of Mol*»cul#»s, w. 
List of Relevant Processes, RP# with 
Surmary Statistics ^or Each Process 

I 
I 

PPO^OAM:  Pule Formation* 
I 
I 

Set of Characteristic »rocessps, P (P<£.RP). 
riass of Vfell-BehaveH Molecules, S (S<siM), 

I 
I 

SUBTRACTION STEP:  Remove a 1 Molecules In S 
from M. 

I 
I 

STOPPING OONOITION:  M contains 3 or Fewer 
Molecules. 

I 
I    Yes 
I 

STOP 
OUTPUT - All S-P pairs founrl. 

♦ Petalls In Figure 2. 
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Figure  2. 

OFTAIIS   OF   INTFRACTinN  RFTWFFN   PROrFSS   SFLEfTinN  AND 
MOLFCULE   SFLFCTinM   IN  THF   RULF   FORMATION   PROORAM 

INITIALIZF:     Refinement   Level   -  0 
M  ■  OrlRlnal   class  of molecules. 
M» - M. 
RP ■ Relevant processes (from INTSUM) Including 

evidence and statistics for the processes. 

I 
I 

INPUT:      M', P.P 
I 

> siiP-PROHRAM: Process Selection (uslnc. the null hypothesis that 
all molecules can he characterized hy the same set 
of processes) 

I 
• ... 

Set of processes, P, that are characteristic of 
M« (PCRP) 

SlIR-PROORAM:   Molecule  Selection 
I 

Subclass of Molecules, S, selected from M such that 
every molecule In S Is well-behaved with respect to 
the  processes   In   P 

I 
I 

Increment Refinement Level 

Test for Stoppln« Conditions: 
1. S - M', or 
2. Refinement level » *, or       YFS 
3. Fewer than 1 molecules In S  

I 
I NO 
I 

SUBCLASS REFINEMENT:  Reset M' to S (M1 » S). 

STOP. 
OUTPUT S,P 
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Figure  3. 

HRAPH   STPIICTIIPF   OF   THF   FST^OnFN   ^KFLFTOM 
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TABLE   I. 

1.     BRXO 

2.     BRK?L/19L 
(preferred over 
BRKTL and BRK2L/18L) 

3.     BRK6L or BRK2L/1TT, 

U.     HWn.0L 

5.     b.jg^L or BR)a;L 

6.   Bwaa 

T.     3RK2T.;10L 
(preferred over 
BWU^L) 

8.     BRKl:. 

9.     EPKv:. or BRK13I. 

10.     .6R!aOL/15H or BRf ,H/20L 
or BIUCI.H/19L 

«HOCK-S^tS  r.ELECril POB  1^  ESTROCENP; 
PHIF^TD TO BE  IN ONE WELL-BEHAVED CUSS 

riiTopiAi smmimoii 
% Or ALL DATA 
poiirr.: KXPLAimj 

22« 

ikt 

n« 

.t 

• The underling pr>MtSM  sre these selected by an expert chemist on the basis of data fro« It? well-1 ehared 
estrogens,  Including these 15. 
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11.     BRK11L 

12.     BIK2I./UL 
(preferred ov»r 
BRK20L) 

13.     BRK5H'10L 

1U.     BRK5H/12L 

15.     BFKirL/15H or 
BRK12L/ll*H 

TABLE I.  Pax« 2 

PICTORIU. DF.fCPir-ION 
i Or ALL DATA 

TOTAL PERCENT OF DAT/   EXPUTNED 

• The underlined procecres  »re thoie selected by »n crjert chemist  on the basis of data fron l«7 well-behavad 
titroger,«.  Including thT-.e 15. 
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TARLF II 
SUMMARY OF 
PROrFDUPF 

STFPS IN TMF RIILF FORMATION 
WITH IP FSTPOOFNIC STFPOIOf? 

Molecules Processes 

ITFPATION #1 
Initial Set: (1,2#^...#1P) 

First Refinement:   (2^, I», 5, R, 10,11, IP) 

4 

Second Refinement:  (2,3,1», 8,10,11,1R, IP) ; 

ThlrH Refinement: 
■ Subclass 1 

> BRKfl 
BRK10L 
PRKllL 
BRK20L 
RPK2L/1PL 
RPKSUB3L/3L 
BRIfSUB3L/12L 

> S^KO 
BRK10L 
RPK11L 
BPK20L 
BPK00C3*1L 
BRKSUB3L/2L 
BPKSUB3L/23L 
BRrsUB18L/llL 

BPKO 
BRK10L 
BPK11L 
BRK20L 
BRK0C3*1L/11L 
BRK00C3*1L 
RRKSUB3L/2L 
BPKSUB18L/11L 
BPKSUB3L/23L 

(3,1*,8,10,11,18,10)   > same 

ITFPATION #2 
ln?t?al Set 

(- Suhclass 
(1,2,5,F,7,0,12,13, 

1)   U,15,1F,17) 
 > BPKO 

BPF1FL 
BPK2L/1PL 
BPKSUB3L/3L 

Third Refinement    (5,17) 
■ Subclass 2 

BPKO 
BPK2L/19L 
RRK0C3*1L/8L 
BRKOr3*lL/17L 
BPK00C17*1L 
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ITERATION   #3 
• 
• 
• 

Third   R*»flni»npnt 
■   Suhclas     3 

ITERATION   9k 
• 

(11,12#13/U)  > BRKO 
BRKBT3*1H 
BPKBT3*1L/3L 
BPKSUR3L/3L 

• 
• 

Last   Reflnenent: 
■  5>i;;iclass   U 

(9,15,16)  > BOKO 
BOKnOC3«lL 
BRK00C3*1L/6L 
BPf<OOC3*U/7L 
BPKOOC3-1L/RL 
BP|rOOC3*lL/lPL 
RRKOOr3*lL/17L 
BRKOOC17*lL 

ITERATION #5 

Last Refinement:    (1#7) 
■ Subclass 5 

>  BRKO 
BPK6L 
RRK7L 
RRK8L 
BRK10L 
BPK11L 
BRKU!. 
BRK15L 
BRKIPL 
BRK17L 
BPK2L/17L 
BPK2L/1U 
BPKOOC17*lL 
BRKSUB17L 
BRKSnR17L/lL 

UNCLASSIFIEO MOLECULES  (2,6) 
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